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What is PCle PTM? ¢ NetTimcLogic

Precision Time Measurement (PTM)

Introduced in PCI-SIG® PCI Express 3.0 specification PCI ¢
 Released in 2010 I1SIG
Aligns PCle devices to a common clock source for highly accurate
timing

 Protocol of timing measurement and synchronization messages

Nanosecond-Level Accuracy: Ensures precise coordination across
devices, minimizing clock drift

More information: a very good and detailed presentation:

« Precision Time Within the Computer - In the Last Centimeters (Kevin B.
Stanton)
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What is PCle PTM? ¢ NetTimcLogic
How does it work without PTM

e Time Card without PTM:
« Delay between reading the PHC value ﬂ Ersag—— J
and updating the System Time is load B Ty e .

dependent
« 1PPS over an external wire to the NIC Is

used to achieve the required accuracy
Host
# #

k System Time ||/

| Application |

Network

typical Sync-Path————p»
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What is PCle PTM? ¢ NetTimcLogic
How does it work with PTM

« Time Card with PTM:
« Time Card sends PTM Requests
« Host responds with PTM Responses
 LinkDelay can be calculated

Network

 Time can be calculated 1“ ¢
Upstream Donwnstream * | * |
Port Port Host
( ) — L
(t4 —t1) — (t3 — t2) —"
L lnkD ela = . PTMResP” c System Time | |/
Y 2 - +‘
. / ' . N \PTMReqUQSt | Application |
PTM Master Time @ t1" = t2" — LinkDelay \sn:
N /PTM Res ponse/ typical Sync-Path———p»
Y \j
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How to get PCle PTM on the Time Card? o/ NetTimeLogic
Starting point

T
« AMD AXI Memory Mapped to PCI Express (PCle) Gen2 bridge
- no PTM support
* Initial LitePCle version (open-source)
- no PTM support

 LitePCle with PTM support

- finally PTM support on an AMD FPGA ©
https://github.com/enjoy-digital/litepcie ptm test

Thanks a lot to the great work of Florent from Erow)21tal
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How to get PCle PTM on the Time Card?

AMD PHY workaround

‘/ Net

Logic

 LitePCle wraps existing PHYs from FPGA vendors
« The Artix PHYs did not redirect the PTM TLP messages
« PClePTMSniffer has been implemented:

GTPE2 |+ PCIE2 - LitePCle
(hard) - (hard) - (soft)
AN
PTM TLP
> Sniffer
(soft)
8B10B _ Raw Raw TLP TLP TLP
Decoded Data WordAligner Datapath Aligner EndiannessSwap FilterFormater

_ PTM

PTM TLP Sniffer

Picture Source: https://github.com/enjoy-digital/litepcie_ptm_test
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How to get PCle PTM on the Time Card? o/ NetTimeLogic
Integration into the Time Card FPGA design

 LitePCle has a PTM Time Interface (Clk, Reset and Time in ns)
 LitePCle gets the time from the PHC of the Time Card

« LitePCle provides different registers/timestamps to handle PTM in the
driver o s

[ NTLIP cores s0MH:

A

|:| NTL IP Core 50/200MHz
[ ] xitinx 1P Cores 5oMHz

[ titepcie 62.5MH:

AXl Interconnect
A A A
AXI AX
Time:. Xilinx Xilinx
Stamper. AXI UART AXIUART
PPS PPS Time  yART NMEA GPS
{(MSHIRQ0) | NMEA | (MSI IRQ 10) (MSI1RQ 3)
y |
-+

=
Xilinx imes ToD
AXIGPIO stamper.0 NMEA/ToD NMEA/ToD | Adiustments T2 =7 =
SMA {GNSS) Time Master Time Slave Time e
MAP1/2 {MSTIRQT) | | |
T Y
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How to get PCle PTM on the Time Card? o/ NetTimeLogic
Integration into the Time Card Driver design

« getcrosststamp calls syncdevicetime
 Trigger a PTM Reqguest from the Time Card

« Wait until the PTM State is not busy and the internal PTM Status becomes
valid

« Read tl, get t2’ and the propagation delay (t3-t2) from the PTM Response
 Calculation of the PTM Master Time (@ t1'): t2’- LinkDelay

« Returned as Cross-Timestamp
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PTM Requirements o/ NetTimeLogic

« PTM devices require hardware time stamping
« Time stamping of TLPs on transmission and reception

« PTM-enabled Root Complex (PCle host controller)
* Firmware and drivers that support PTM
 Application that uses it

- PCle 3.0 or later is not really a requirement for the endpoint devices
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PTM Capabilities ¢ NetTimcLogic

* Precise correlation of clocks within a platform
« Synchronize the host from a device
« Synchronize a device from the host

« Minimize the drift between devices
« Dynamic Time Adjustments
¢ e.g., with linuxptp phc2sys
« Accurate latency measurement of the communication channel

<% |EEE

& ﬁ October 7-11, 2024 | Tokyo, Japan |
T ISPCS 2024 Slide N



PTM Benefits ¢ NetTimcLogic

* Reduced Timing Jitter in a system
 Improved Accuracy in a system
 Improved Determinism in a system

 Precise Cross-Device Synchronization
« PTM allows easy combination with PTP
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Measurements o/ NetTimeLogic
Test Setup

1PPS Reference

« Measured 1PPS Ref Jitter: +/- 20ns

ﬂ e | + Measurement Duration: 10 minutes
o + PCle Load App that reads a lot of
registers on the Time Card
= « CPU Load App that creates up to
d 100% CPU load
Efﬁ * linuxptp v4.3 was used
— « App generates a 1PPS from the
system time of the host and provides
d it to a TGPIO pin
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Measurements
Without PTM - No load on PCle and CPU

/ Net Logic

Config  Advanced  Pps

Clear Save View Save Values StartLog Raw Values Chanae Conf Min [ns]  -600

Max [ns] 600 B Fixedscale  +| |- SetThreshalds @

Mean & Standard Deviation
Offset [ns]

COM?22_PPS_REF:

2.3085ns, 102 5.6238ns

min: -13ns max: 20ns

O COM22 PPS_REF B TGPIO

800
TGPIO:
-1.4208ns, 10: 9.5188ns
min: -24ns max: 26ns
480
360
240
120

120

-360

480

30 60 90 120 150 180 210 240 270 300 330

360 390 420 450 480 510
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Measurements
With PTM - No load on PCle and CPU

~ NetTimeLogic GmbH - Universal Pps Analyzer

File ?

/ Net Logic

= [m] X
Config  Advanced  Pps

Clear Save View Save Values StartLog Raw Values i ChangeConf Min [ns] 600

Max [ns] 600 B Fixedscale  +| |- SetThreshalds @
Mean & Standard Deviation

Offset [ns]
COM?22_PPS_REF:
2.38%4ns, 152 5.8931ns

min: -17ns max: 20ns

O COM22 PPS_REF B TGPIO

800

TGPIO:

0.9817ns, 1o 10.3383ns.

min: -37ns max: 31ns
480
360
240
120

120

-360

480

180 210 240 270 300

330 360 390 420 450

480 510 540 570 600
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Measurements o/ NetTimeLogic
No load on PCle and CPU

« No measurable difference between the version with PTM and without
PTM support

- TGPIO Jitter: ~ +/- 30ns

« PCle without PTM support can achieve similar synchronization
accuracy when almost no load is applied
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Measurements
Without PTM - Load on PCle and CPU

Logic

leet

Config  Advanced  Pps

Clear Save View Save Values StartLog Raw Values Chanae Conf Min [ns] 600 Max [ns] 600 8 Fixed Scale + - Set Threshalds @
Mean & Standard Deviation
Offset [ns]
COMB22_PPS_REF:
2.4739ns, 1o: 3.4003ns O COM22_PPS_REF B TGPIO
min: -14ns max: 28ns
600
TGRIO:
1.8136ns, 10: 120.00%4ns
min: -387ns max 337ns
430
360
2490
120
o
-120
240
360
-480
-600
0 30 60 80 120 150 180 210 240 270 300 330 360
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Measurements
With PTM - Load on PCle and CPU

/ Net Logic

Config  Advanced  Pps

Clear Save View Save Values StartLog

Raw Values Change Conf Min [ns] 600 Max [ns] 600 @ Fixed Scale + - Set Threshalds @
Mean & Standard Deviation

COMB22_PPS_REF:
2.4176ns, 107 5.1463ns
min: -13ns max: 19ns

Offset [ns]

O COM22_PPS_REF B TGPIO

800

TGPIO:

0.5042ns, 1o 10.1943ns

min: -28ns max: 31ns
430
360
240
120

-120

360

430

0 30 60 %0 120 150 130 210 240 270 300 330 350

390 420 450 480 510 540 570

600
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Measurements o/ NetTimeLogic
Load on PCle and CPU

« Without PTM support:
« TGPIO Jitter: > +/- 330nNs

« With PTM support:
« TGPIO Jitter: ~ +/- 30nNns
 Immunity against both kind of load

« CPU load only does not really affect the synchronization accuracy
with and without PTM
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Conclusion o/ NetTimeLogic

« The measurement confirms the expectations

* The difference between PTM and no PTM support is not huge when
there is no load

« With PTM we get immunity to load on the PCle-Bus and on CPU
load

 PTM support ensures that accuracy remains unaffected
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Future Work and Vision o/ NetTimeLogic

« Make Time Card FPGA Design available for all versions

 Deploy the Time Card with PTM
e Show the benefits of PTM

 Mainline the PTM capable driver

* Promote the PCle PTM capable LitePCle solution for AMD FPGASs
* |tis currently the only known solution for AMD FPGAS
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Questions? o/ NetTimeLogic

Thank you!

www.nhettimelogic.com
contact@nettimelogic.com
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